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’ INTRODUCTION

Nowadays the computer-aided drug design approach becomes
one of the most useful tools for predicting potential leads for
treatment of many diseases. The central problem of this ap-
proach is an accurate estimation of the binding free energy
ΔGbind which defines the binding affinity of ligand to receptor.
The binding affinity is usually studied by the molecular dynamics
(MD) and molecular docking simulations. Each of these ap-
proaches has its advantages and disadvantages. Docking results
provide the information about the location of binding sites and
useful insights into the nature of various contributions to the total
binding energy (in the context of binding Tamiflu to influenza
H5N1 neuraminidase (NA), see refs 1�10), but the predictive
docking power is limited. MD simulations are computationally
more expensive, but they are more accurate in the estimation of
binding free energies.

Results obtained for ΔGbind by MD simulations presumably
depend on the methods and the force fields we use. A variety of
methods, such as free energy perturbation (FEP),11 thermodynamic
integration (TI),12 linear interaction energy (LIE),13 linear response
approximation (LRA),14,15 and molecular mechanic-Poisson�
Boltzmann surface area (MM-PBSA),16 have been used not only
for interpretation of existing experimental data but also for
prediction. Each method should be considered carefully since
it compromises between CPU time efficiency and accuracy level.

In MD simulations one employs force fields which control
forces responsible for atomic motion.17 Force fields are given in
the form of empirical potential energy functions and have been
developed by different groups. Today OPLS, CHARMM, AM-
BER, and GROMOS are the most popular force fields. In terms
of protein and peptide simulations, a detailed description and
comparison among them have been carried out.18,19 All of force
fields have similar functional forms to describe specific interac-
tions but being different significantly with respect to van der
Walls (vdW) interaction and partial charges responsible for
electrostatic one.18 Since each force field has been designed to
capture a specific type of biological system, its validation for
different systems has raised a challenge that should be justified by
comparison between simulation results and experimental data.

The question we ask in this paper is how does the binding
affinity of Oseltamivir (Tamiflu) to the wild type (WT) and its
Y252H, N294S and H274Y mutants of membrane glycoprotein
NA from the pandemic A/H5N1 virus depend on force fields.
The choice of our research objective is dictated by several
reasons. First, the potential impact of pandemic influenza A
virus, subtype H5N1, causing great damage to live poultry
markets,20 especially being recognized as a human transmitted
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used the molecular mechanic-Poisson�Boltzmann surface area method,
we have shown that ΔGbind, obtained by AMBER99SB, OPLS-AA/L, and
CHARMM27, shows the high correlation with the available experimental data. They correctly capture the binding ranking
Y252H f WT f N294S f H274Y observed in experiments (Collins, P. J. et al. Nature 2008, 453, 1258). In terms of absolute
values of binding scores, results obtained by AMBER99SB are in the nearest range with experiments, while OPLS-AA/L, which is
applied to study binding of Oseltamivir to the influenza virus for the first time, gives rather big negative values for ΔGbind.
GROMOS96 43a1 provides a lower correlation as it supports Oseltamivir to be more resistant to N294S than H274Y. Our study
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effect of all-atom models on dynamics of the binding pocket as well as on the hydrogen-bond network between Oseltamivir and
receptors is studied in detail. The hydrogen network, obtained by GROMOS, is weakest among four studied force fields.
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virus, has prompted immediate studies to minimize its conse-
quences as much as possible.21 NA inhibitors Tamiflu and
zanamivir (Relenza), which are designed to resemble NA’s
natural agonist sialic acid, are used for human treatment,22 but
isolates of virus with point mutation in NA may reduce Tamiflu
susceptibility.23,24 Therefore it is important to understand how
drug resistant cases are formed in order to provide newly
improved therapies. Second, the binding free energies of Tamiflu
to WT and variants of NA have been obtained experimentally,25

and this gives us the opportunity to compare theoretical esti-
mates with the experimental ones. Third, ΔGbind has been
computed by different methods and force fields, but a systematic
analysis of the role of force fields has not been carried out yet. For
example, the MM-PBSA and AMBER package was employed to
study the Tamiflu resistant level and explained possible mechan-
isms of mutant points in A/H5N1 virus.26�30 CHARMM
implemented in NAMD package has been utilized to filter
potential drugs.31,32 Recently, the efficiency of GROMOS and
AMBER for studying the impact of calcium on binding of Tamiflu
to WT of NA from A/H5N1 virus has been examined.33 Fourth,
the ability of OPLS-AA/L to describe the binding affinity of
Tamiflu and its variants have not been probed yet. Finally,ΔGbind

of Tamiflu tomutant Y252H has not been computed theoretically.
Using theMM-PBSAmethod and four force fields GROMOS96

43a1,34 OPLS-AA/L,35 AMBER99SB,36 and CHARMM27,37 we
have computed the binding free energy of Tamiflu to WT and
three mutants Y252H, N294S and H274Y of NA. It should be
noted that GROMOS96 43a1, OPLS-AA/L, and CHARMM27
are chosen because they are often used to study the drug�protein
interaction. The AMBER 03 is more recent than AMBER99SB,
but we prefer the latter because the former provides worse results
for the binding free energy of Tamiflu to WT (see Figure 4
below). Results obtained by four force fields are compared with
experiments to shed light on reliability of each force field. The
OPLS-AA, AMBER99SB, andCHARMM27 force fields display a
rather high correlation with experiments because they correctly
mimic the binding ranking Y252HfWTf N294Sf H274Y.
Among them, AMBER is the best one because it gives the binding
free energies that are in the nearest range with experiments. The
values of ΔGbind provided by OPLS are far below the experi-
mental ones. GROMOS displays the lowest correlation, as it
indicates that N294S, not H274Y, is the most sensitive to NA.
Moreover, due to the united-atom approximation, GROMOS
generates configurations which are less stable during the MD
course compared with other all-atom models. The hydrogen-
bond (HB) network between Oseltamivir and all receptors was
found to be weakest in GROMOS. Within all studied force fields
we have shown that, in accordance with the experiment,25 the
Y252Hmutant displays higher binding affinity than other variants.

’MATERIALS AND METHODS

Crystal Structures of WT and Mutants of NA from A/H5N1
Complexed with Tamiflu. The initial structures of A/H5N1
WT andmutants H274Y and N294S were obtained from Protein
Data Bank with PDB ID 2HU4, 3CL0, and 3CL2, respectively.25

Y252H was derived by the corresponding mutation in WT
structure using the Mutagenesis module, integrated in PyMOL
package.38 Tamiflu’s charges and atom types for the united-atom
GROMOS96 43a1 force field were parametrized by Dundee
PRODRG2.5 Server (Beta).39 For the remaining all-atom
force fields, atomic partial charges for Tamiflu were derived by

electrostatic potential (ESP) charge. To obtain minimized
geometries for electrostatic potential calculations, its geometries
were first optimized with Gaussian9840 using the B3LYP/6-31G*
level of theory. Fitting charges to the electrostatic potential was
subsequently done by the restrained electrostatic potential
(RESP) method.41 Hartree�Fock (HF)/6-31G(d) level of
theory is used in the parametrization of the AMBER force field
because it overpolarizes the solute, taking implicitly into the
account the solvent polarization effects.42,43 We have used this
method to recalculate partial atomic charges, but they do not
deviate much from the B3LYP results (Figure S1, Supporting
Information). Atom types for Tamiflu were derived from differ-
ent modules to get along with each force field. For example,
ACPYPE44 and MKTOP45 were adjusted to provide suitable
atom types in the OPLS-AA/L35 force field. In AMBER99SB and
CHARMM27,37 atom types were named by ACPYPE and
SwissParam,46 respectively. The atom types and EPS atomic
charges of Tamiflu are collected in Supporting Information for
four force fields (Tables S1�S4).
Molecular Dynamic Simulations. Complexes of NA�Tamiflu

were placed in a triclinic box of about 11 400 water molecules with
1 nmdistance between the solute and the box (a typical snapshot is
shown in Figure S2, Supporting Information). In the united-atom
model, the receptor and the ligand have 3832 (5749), 3826
(5745), 3829 (5746), and 3838 (5753) atoms for WT, Y252H,
N294S, and H274, respectively. The numbers in parentheses refer
to all-atom models. The periodic boundary condition is imposed
with 1.4 and 1.0 nm cutoff for vdW and electrostatic interactions.
The long-range electrostatic interaction is computed by the
particle-mesh Ewald summation method.47 Equations of motion
were integrated using a leapfrog algorithm48 with a time step 1 fs.
The nonbonded interaction pair�list was updated every 10 fs with
the cutoff of 1 nm. To neutralizeWT, Y252H, andN294S systems,
four NA+ ions were added, while for H274Y, one adds two NA+

ions (Figure S2, Supporting Information). Then the systems are
minimized to remove not only bad van der Waals contacts with
water but also the local strain in the protein that appears during
addition of hydrogen atoms. By applying the conjugate gradient
method every 50 steps of steepest descent, the minimization is
converged when the maximum force becomes smaller than
0.01 kJ/mol/nm. Then, atoms of protein were restrained, leaving
the rest to be relaxed for 100 ps in order to obtain evenly distributed
systems. The temperature was gradually heated to 300 K during
100 ps with 5 kcal/mol harmonic restraints in all systems. The equi-
libration was next performed coupling with temperature and
pressure. Constant temperature 300 K was enforced using Berend-
sen algorithm49 under 50 ps constant volume and temperature
(NVT) simulation with a damping coefficient of 0.1 ps. We
used the Parrinello�Rahman pressure coupling50 in 100 ps con-
stant pressure and temperature (NPT) run at 1 atm constant
pressure with the damping coefficient of 0.5 ps. The final NPT
simulations of 20 ns were carried out with an 1 fs time step.We have
used Gromacs-4.5 package51 to run the MD simulations with four
force fields. Our choice of the water model for each force field has
been made following the recommendation of this package. Namely,
the simple point charge (SPC)52 water model is chosen for the
GROMOS, while TIP4P53 is for OPLS. TIP3P53 is recommended
as the most suitable for AMBER and CHARMM.
Binding Free Energy Calculation by MM-PBSA. The bind-

ing free energy is defined as follows:

ΔGbind ¼ Gcomplex � Gfree-protein �Gfree-ligand ð1Þ
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In the MM-PBSA, the free energy of each molecule is given by
the following equation:

G ¼ Emm þ Gsolvation � TS ð2Þ
To incorporate all possible nonbonded interactions, the molec-
ular mechanics energy of the solute in the gas phase Emm was
computed for each snapshot with no cut-offs:

Emm ¼ Ebond þ Eangle þ Etorsion þ Eelec þ EvdW ð3Þ
The intramolecular electrostatic (Eelec) and vdW (EvdW) inter-
action energies are calculated by the Gromacs utility with the
same force field used in MD simulations.
The free energy of solvation, Gsolvation, was approximated as

the sum of electrostatic and nonpolar contributions:

Gsolvation ¼ GPB þ Gsur ð4Þ
HereGPB derived from the electrostatic potential between solute
and solvent was determined using the continuum solvent
approximation.54 It is the change of electrostatic energy from
transferring solute in a continuum medium, from a low solute
dielectric constant (ε = 2) to a higher one with water without salt
(ε = 78.45). Using a grid spacing of 0.1 Å, the APBS package55

was implemented for numerical solution of the corresponding
linear Poisson�Boltzmann equation. The GROMOS radii and
charges were used to generate PQR files. Then, the nonpolar
solvation term Gsur was approximated as linearly dependent on
the solvent accessible surface area (SASA), derived from Shrake�
Rupley numerical method56 integrated in the APBS package.
Gsur = γSASA + β, where γ = 0.0072 kcal/mol 3Å

2 and β = 0.57

Solute entropy contributions were estimated from the average
of three snapshots randomly taken from MD runs. Structures

were minimized with no cutoff for nonbonded interactions by
using the conjugate gradient and low-memory Broyden�Fletcher�
Goldfarb�Shanno method58 until the maximum force was
smaller than 10�6 kJ/(mol 3 nm). The conformational entropy of
the solute S, estimated from normal-mode analysis by diagonaliz-
ing the mass-weighted Hessian matrix,59 is as follows:

Svib ¼ � R lnð1� e�pv0=kBTÞ þ NAv0e�pv0=kBT

Tð1� e�pv0=kBTÞ ð5Þ

Here Svib is the vibrational entropy, p is Plank’s constant, v0 is the
frequency of the normal mode, kB is the Boltzmann constant,T is
300 K, and NA is Avogadro’s number. It should be noted that we
used snapshots collected every 10 ps in the equilibrium of each
system to compute other terms of ΔGbind.
Measures Used in Data Analysis. The root-mean-square

deviation (RMSD) is employed to measure the deviation of
structures from the initial configuration. We also use the root-
mean-square fluctuation (RMSF) to characterize departures of
individual atomic positions from the first frame of simulations.
The HB is assumed to be formed if the distance between proton
donor (D) and proton acceptor (A) is less than 0.35 nm and the
angle H�D�A is also less than 30�.

’RESULTS AND DISCUSSION

Stability of Simulated Systems. To explore the stability of
four complexes of Tamiflu with WT and variants of A/H5N1
virus, their backbone RMSD values relative to the initial struc-
tures during 20 ns MD runs are plotted as a function of time
(Figure 1). In the CHARMM27 case, all systems reach equilibra-
tion after 15 ns, while for remaining force fields, the equilibrium
takes place at time scales of 10 ns. RMSD fluctuates slightly

Figure 1. Time dependence of the backbone RMSD of WT (black), Y252H (red), N294S (green), and H274Y (blue) of A/H5N1 NA. Results are
shown for four force fields. Arrows roughly refer to times when systems reach equilibrium.

http://pubs.acs.org/action/showImage?doi=10.1021/ci2000743&iName=master.img-001.jpg&w=400&h=281
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around 0.1 nm in OPLS-AA/L, AMBER99SB, and CHARMM27,
but the GROMOS96 force field provides larger fluctuations
of ≈0.2 nm. The higher instability of GROMOS is probably
associated to the united-atom approximation, where the total
number of atoms is smaller than in other all-atommodels. This is
also evident from the time dependence of the interaction energies
(including vdW and electrostatic terms) between the ligand and
the receptor (Figure 2). Within OPLS-AA/L, AMBER99SB, and
CHARMM27, they fluctuate to a lesser extent compared to the
GROMOS 43a1 force field during whole MD runs. In the
equilibrium, systems become stable, and snapshots collected in
this period (the last 5 ns for CHARMM and 10 ns for AMBER,
OPLS and GROMOS) are used for the MD analysis and MM-
PBSA calculation of ΔGbind.
Comparison of Binding Free Energies Obtained by Dif-

ferent Force Fields. GROMOS96 43a1 Force Field. In GRO-
MOS96 43a1, the electrostatic energy gained from the complex
formation in the gas phase compensates for the loss in polar sol-
vation energy (Table 1). The sum of these terms is always
positive (Table 1). The apolar solvation energies and the entropy
lost upon binding are almost the same among all complexes. The
vdW interaction is also not sensitive to mutations. Experimentally,

mutations H274Y and N294S in the A/H5N1 NA structure lead
to 300�1700- and 20�80-fold reductions in Tamiflu sensitivity,

Table 1. Binding Free Energies (in kcal/mol) of Tamiflu to WT and Mutants of A/H5N1 NA Calculated by MM-PBSA Method
and GROMOS96 43a1 Force Field

ΔEelec ΔEvdW ΔGsur ΔGPB �TΔS ΔGbind Gexp

WT �116.24 ( 0.074 �25.03 ( 0.014 �4.22 ( 0.002 120.51 ( 0.074 13.19 �11.79 �13.12

Y252H �166.17 ( 0.076 �28.12 ( 0.013 �4.90 ( 0.002 172.44 ( 0.076 14.26 �12.49 �14.50

N294S �152.14 ( 0.085 �25.41 ( 0.012 �4.72 ( 0.002 163.13 ( 0.084 15.67 �3.47 �10.48

H274Y �177.36 ( 0.086 �27.03 ( 0.011 �4.72 ( 0.002 184.39 ( 0.086 15.46 �9.26 �9.77

Figure 2. Same as in Figure 1 but for the interaction energies between Tamiflu and receptors. The interaction energy involves the electrostatic and vdW
contributions.

Figure 3. Comparison of theoretically calculated binding free energies
with the experimental ones.25 The correlation level is R = 0.74, 0.77,
0.87, and 0.88 for AMBER99SB (cyan), GROMOS96 43a1 (orange),
CHARMM27 (magenta), and OPLS-AA/L (purple), respectively.

http://pubs.acs.org/action/showImage?doi=10.1021/ci2000743&iName=master.img-002.jpg&w=400&h=281
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respectively.25 Meanwhile, the Y252H substitution which was in
the H5N1 virus isolated from infected patients in Vietnam and
Cambodia raised the sensitivity by 10-fold.25 Thus our finding is
consistent with the experiment in the sense that N294S and
H274Y displaymore resistance to Tamiflu than toWT (Table 1),
while Y252H increases the binding affinity. The best agreement
with the experiment has been found for WT and H274Y.
However, the large departure from the experimental result
observed for ΔGbind of N294S makes the correlation between
simulation and experiment not so high (R = 0.72, Figure 3).
Using the GROMOS96 force field and the TI method forWT,

Lawrenz et al.33 obtained ΔGbind ≈ � 10.4 kcal/mol, which is
higher than ours as well as the experimental value. Since authors
of ref 33 did not specify what version of GROMOS96 they used,
it is difficult to compare with our result from the GROMOS96
43a1 force field. One of possible sources for discrepancy comes
from different methods used in estimation of ΔGbind.
OPLS-AA/L Force Field. To our best knowledge, this force field

has not been employed to estimate the binding free energy of
Tamiflu to NA WT and mutants so far. Our results obtained by
OPLS-AA/L and MM-PBSA are shown in Table 2. Contrary to
GROMOS, the electrostatic and polar solvation energies of all
systems do not compensate each other, resulting in large negative
values of the total binding free energies. In terms of absolute
binding scores, the departure from experiments is smallest (�4
to�0.5 kcal/mol) in AMBER (see below), while the largest one
(�50 to �37 kcal/mol) falls into OPLS.
AlthoughΔGbind has very large negative values, the correlation

with experimental results remains high (R = 0.88, Figure 3).
More importantly, this force field correctly reflects the general
trend of binding affinities experimentally observed for four systems,
Y252H f WT f N294S f H274Y.25 Due to the strong
electrostatic interaction, Tamiflu shows higher binding affinity
to Y252H than to WT, having ΔGbind lower by an amount of
about 1.31 kcal/mol (Table 2). Thus, both experimental and our
theoretical estimations show that Y252H about 15-fold increases
susceptibility of Tamiflu to receptor (Table 2). H274Y is the
most drug-resistant case not only in OPLS-AA/L but also in
AMBER99SB and CHARMM force fields (see below).
AMBER99SB Force Field. AMBER is frequently used by many

research groups for studying the binding between Tamiflu and
NA in the A/H5N1 virus. According to the amount of vdW

energies being lost upon the binding process, one can divide four
systems into two groups where Y252H and WT are more
susceptible to Tamiflu than N294S and H274Y (Table 3). The
sum of electrostatic and polar solvation energies decides the
order of binding ranking that Y252H is better than WT and
H274Y is worse than N294S upon association with Tamiflu.
Thus, similar to OPLS, the AMBER99SB force field exactly
captures the binding tendency Y252H f WT f N294S f
H274Y. In addition, the values of ΔGbind yielded from AMBER
are not only in the nearest range with experiments but also have
the highest correlation (R = 0.96) among the four force fields.
Thus, this force field is the best one and highly recommended for
studying the binding of Tamiflu to influenza virus. Whether this
option is good for other systems remains to be elucidated.
CHARMM27 Force Field. As follows from Table 4, for all

studied systems the electrostatic and polar solvation contribu-
tions do not compensate each other. As in the AMBER and
OPLS modeling, CHARMM27 correctly reflects the relative
binding affinities of four systems (Table 4), although the values
of ΔGbind themselves are lower than experimental ones (from 7
to 12 kcal/mol). The binding free energies of Oseltamivir to WT
and N294S do not deviate as much as shown by the experi-
ments,25 but the tiny difference in ΔGbind still favors WT as a
better receptor. Since the relative binding level of four systems
estimated by CHARMM27 force field is the same as observed in
the experiments, the correlation remains rather high (R = 0.87,
Figure 3). Such a good correlation is compatible with the OPLS
case (R = 0.88).
Comparison with Other Works. In most of previous studies,

the AMBER and MM-PBSA methods have been employed for
estimating the binding free energy of Tamiflu to WT in closed
conformation (Figure 4). Results reported by different groups
profoundly vary from �25.9728 to �2.18,26 covering our values
ΔGbind = �23.62, �13.91, and �11.79 kcal/mol obtained by
CHARMM, AMBER, and GROMOS force fields, respectively.
Having used PARMM99 and MM-PBSA, Wang and Zheng26

even obtained positive values of ΔGbind for H274Y and N294S.
This may be associated with their short MD runs of 6 ns.
The binding free energies estimated for WT by LIE and

AMBER or CHARMM do not fluctuate much, varying from
�11.460 to�8.06 kcal/mol31,32 (see also Figure 3). They are a bit
higher than the experimental value�13.12 kcal/mol.25 Recently,

Table 2. Binding Free Energies (in kcal/mol) of Tamiflu to WT and Mutants of A/H5N1 NA Calculated by MM-PBSA Method
and OPLS-AA/L Force Field

ΔEelec ΔEvdW ΔGsur ΔGPB �TΔS ΔGbind Gexp

WT �208.64 ( 0.105 �20.37 ( 0.011 �4.98 ( 0.002 153.48 ( 0.077 16.26 �64.25 �13.12

Y252H �213.66 ( 0.107 �22.34 ( 0.011 �4.89 ( 0.002 159.86 ( 0.080 15.47 �65.56 �14.50

N294S �209.68 ( 0.105 �21.62 ( 0.011 �5.00 ( 0.002 160.80 ( 0.080 17.10 �58.40 �10.48

H274Y �156.34 ( 0.078 �24.10 ( 0.012 �4.90 ( 0.002 124.67 ( 0.062 14.29 �46.38 �9.77

Table 3. Binding Free Energies (in kcal/mol) of Tamiflu to WT and Mutants of A/H5N1 NA Calculated by MM-PBSA Method
and AMBER99SB Force Field

ΔEelec ΔEvdW ΔGsur ΔGPB �TΔS ΔGbind Gexp

WT �175.67 ( 0.176 �28.98 ( 0.029 �4.96 ( 0.005 181.50 ( 0.182 14.20 �13.91 �13.12

Y252H �184.26 ( 0.125 �29.84 ( 0.035 �5.29 ( 0.005 185.99 ( 0.189 14.86 �18.54 �14.50

N294S �191.01 ( 0.183 �20.07 ( 0.033 �5.22 ( 0.005 189.06 ( 0.176 15.67 �11.57 �10.48

H274Y �181.01 ( 0.164 �22.89 ( 0.031 �5.13 ( 0.004 182.68 ( 0.187 16.11 �10.24 �9.77
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Lawrenz et al. have reported ΔGbind =�14.3 kcal/mol obtained
byAMBERandFEP,whileGROMOSandTI give�10.4 kcal/mol.33

ΔGbind = � 13.91 kcal/mol (Table 3), obtained by AM-
BER99SB in this work, is the best one as it is closest to the
experimental value. OPLS-AA/L provides the big deviation
from the experiments and the other theoretical studies by
different force fields (Table 2).
Studies of resistance mechanism of H274Y mutant of

A/H5N1 to Tamiflu by different groups also lead to different
results. ΔGbind obtained by AMBER and MM-PBSA also varies
significantly from �9.927 to 6.5 kcal/mol26 (Figure 4), while
AMBER and LIE distribute the same range results of�9.560 and
�7.86 kcal/mol.31 The results obtained by Malaisree et al.27 and
Rungrotmongkol et al.60 are in good agreement with the experi-
mental data �9.77 kcal/mol. Our estimations by AMBER and
GROMOS (Tables 1 and 3 and Figure 4) also agree with the

experiments, while OPLS and CHARMM provide much lower
values for ΔGbind (Tables 2 and 3).
In the case of N294S, AMBER7 and LIE give �10.9 kcal/mol60

which is very close to the experimental finding �10.48 kcal/mol25

(Figure 4). Having used MM-PBSA and PARMM99, one obtained
ΔGbind = 1.35 kcal/mol26 showing that Tamiflu favors to stay away
from the binding pocket of A/H5N1.Our simulations byMM-PBSA
and all four force fileds show that, in accordance with the experi-
ment,25 ΔGbind is negative (Tables 1�4). AMBER99SB provides
the best agreement with the experiments, while ΔGbind obtained by
OPLS and CHARMM is pronouncedly below the experimental
value of�10.48 kcal/mol. Within GROMOS, Tamiflu displays very
low binding affinity toN294S havingΔGbind =�3.47 kcal/mol. This
result reflects drawbacks of the united-atom approximation.
As mentioned above, mutant Y252H has not been theoreti-

cally studied yet. OurMM-PBSA results imply that all force fields

Table 4. Binding Free Energies (in kcal/mol) of Tamiflu to WT and Mutants of A/H5N1 NA Calculated by MM-PBSA Method
and CHARMM27 Force Field

ΔEelec ΔEvdW ΔGsur ΔGPB �TΔS ΔGbind Gexp

WT �210.71 ( 0.429 �17.82 ( 0.164 �4.87 ( 0.005 195.15 ( 0.323 14.63 �23.62 �13.12

Y252H �218.97 ( 0.294 �18.68 ( 0.154 �5.01 ( 0.005 201.07 ( 0.181 14.29 �27.30 �14.50

N294S �215.56 ( 0.490 �17.00 ( 0.167 �5.21 ( 0.007 199.19 ( 0.472 15.56 �23.02 �10.48

H274Y �229.96 ( 0.538 �17.75 ( 0.186 �4.93 ( 0.005 220.82 ( 0.369 14.76 �17.06 �9.77

Figure 4. Binding free energies estimated by different force fields and methods. The experimental value25 is marked by the horizontal line. Violet refers
to results obtained in this work. The experimental values ofΔGbind are estimated from the inhibition constants Ki

25,71,72 using the formulaΔGbind = RT
ln(Ki). Here R = 1.987� 10�3 kcal/mol, T = 300 K, and Ki is measured in M. The AMBER99SB and MM-GBSA methods have been used to obtained
ΔGbind for WT.73
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are suitable to capture the experimental finding25 that this mutant
is more susceptible to Tamiflu than WT (Figure 4). GROMOS
provides the best agreement with the experiment (Table 1), but
this result may be accidental.
Effects of Different Force Fields on Receptor�Drug Interac-

tion at the Binding site. Electrostatic Interaction Is More Impor-
tant Than vdW. As follows from Tables 1�4, for all force fields, the
Coulomb interaction dominates over the vdWone. This conclusion
is consistent with previous theoretical works.26�28,30,32,33,60 Our
new finding is that OPLS-AA/L does not change this conclusion.
The dominating role of the electrostatic interaction has been also
observed for binding of many ligands to NA of A/H1N1 virus.61

The role of the Coulomb interaction for the binding of Tamiflu to
WT and mutants depends on force fields. Within GROMOS96
and CHARMM, this interaction is strongest for H274Y (Tables 1
and 4). However, N294S and Y252H show the strongest Coulomb
interaction with Oseltamivir in AMBER99SB and OPLS, respec-
tively (Tables 2 and 3). The difference presumably comes from
different sets of charges used for differentmodels.ΔEvdW shows the
weak force field dependence ranging from �17.00 (Table 4) to
�29.84 kcal/mol (Table 3). The electrostatic interaction is mainly
compensated by a large positive contribution ofΔGPB which varies
across force fields. However, the relation ΔGPB < �ΔEelec always
holds forCHARMMandOPLS, resulting in large negative values of

Figure 5. Typical snapshots for the HB network between Tamiflu’s charged groups and residues of WT at the binding site obtained by various force
fields. HBs are as follows. (A) AMBER99SB: �COO� and �NH2 (R371,R292), �OH (Y347); �NH3

+ and �COO�(D151,E119); NHAc and
�COO�(E277). (B) OPLS-AA/L: �COO� and � NH2 (R371,R292), �OH (Y347); �NH3

+ and �COO� (D151,E119); NHAc and �NH2

(R152). (C) GROMOS96 43a1: �COO� and NH2 (R152); �NH3
+ and �COO�(E119), �OH (Y406); NHAc and �COO�(E227,E277), �OH

(S179). (D)CHARMM27:�COO� andNH2 (R371,R292);�NH3
+ and�COO�(D151,E119); NHAc and�COO�(E277). All hydrogen atoms are

implicit. Lower panel refers to the probability of formation of HBs between Tamiflu andWT. Results are averaged over the last 2 ns of simulation. Cyan,
maroon, orange, and magenta refer to AMBER99SB, OPLS-AA/L, GROMOS96, and CHARMM27, respectively.

http://pubs.acs.org/action/showImage?doi=10.1021/ci2000743&iName=master.img-005.jpg&w=400&h=451
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binding scores. Within GROMOS ΔGPB is always larger than
�ΔEelec, while this relationship is not valid for all systems in
AMBER modeling.
Nonpolar and Entropic Contributions Are Not Sensitive to

Force Fields. As follows from Table 1�4, ΔGsur is about 5 kcal/
mol, while �TΔS fluctuates between 13 and 17 kcal/mol for all
systems and force fields we used. Such a result is not surprising
because the ligand is small compared to the receptor and the
energy change due to SASA change should be minor. The same
argument is applied to the entropy contribution which is small
due to tiny ligand conformation variations.
Hydrogen-Bond Network. From MM-PBSA results, the hy-

drogen bonding, which mostly contributes to the electrostatic
energy, plays the key role in the interaction between Tamiflu and
all variants of A/H5N1.29 Figures S3�S6, Supporting Informa-
tion, show the time dependence of the number of HBs obtained
by force force fields for WT, Y252H, N294S, and H274Y,
respectively. This number not only levels significantly among
force fields but also depends on systems (see also lower panel of
Figure 5).
In the WT case, within AMBER99SB, OPLS-AA/L, and

CHARMM27, the population of hydrogen bonding between
ligand and conserved residues E119 and R371 from the binding
pocket exceeds 85%. At D151, R152, and R292, they distribute
thoroughly with Tamiflu in CHARMM to a lesser extent
compared to AMBER and OPLS (Figure 5). However, HBs
mainly distribute between E277 and the ligand in CHARMM.
Using MD simulations and the AMBER force field,62 Udomma-
neethanakit et al. have shown that the existence of a HB between
Tamiflu and residue D151 is directly related to the formation of
the close/open conformation of the flexible 150 loop.63 This

observation is consistent with our results. In GROMOS96 force
field, the number of HBs is quite low (<10% with R292, Y347,
and R371) and at residues R156 and Y406, which do not form
HBs with Tamiflu in other all-atom force fields. Due to the
united-atom approximation which is responsible for strong
conformational changes (Figures 1 and 6) in all systems, the
HB network looks differently from other force fields. The
thermal fluctuation of each atom of Tamiflu in GROMOS is
markedly higher than other force fields. It should be noted that
groups �OCHEt2 and �NH3

+ are quite flexible in the AMBER
force field. The OCHEt2 group of Tamiflu also fluctuates much
uponbinding toH274Y (Figure 6) withinAMBERandCHARMM.
The situation becomes different if one concerns mutants in

GROMOS. The hydrogen bonding between ligand and receptor
is even stronger than in the WT case (compare Figure 5 and
Figures S7�S9, Supporting Information). For Y252H, HBs
mainly connect Tamiflu with E119, R156, R292, and Y347
(>50%), while HB binding with R118 and E119 is strongest
(>70%) for N294S. Nevertheless, in GROMOS the HB network
remains weak for all studied systems leading to high mobility of
Tamiflu within the binding pocket (see also Figure S10, Support-
ing Information). For the remaining full-atom force fields, the
HB network is similar for all variants (Figures S7�S9, Support-
ing Information).

’CONCLUSIONS

Having applied the MM-PBSA method and four different
force fields to study the binding affinity of Tamiflu to WT and
variants of A/H5N1 NA, we have obtained a number of inter-
esting results:

Figure 6. RMSF of individual atoms of Tamiflu in the binding pocket ofWT and other variants. Results are averaged over last 2 ns of the simulation with
four force fields. Cyan, maroon, orange, and magenta refer to AMBER99SB, OPLS-AA/L, GROMOS96, and CHARMM27, respectively. Atom index of
Tamiflu is as follows: 1�6, �OCHEt2; 10�12, �COO; 15�18, �NH3

+; and 19�24, �NHAc.
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(1) As evident in Figure 4, it is not easy to reproduce
experimental results on the quantitative level as binding
free energies depend not only on force fields but also on
methods we use. However, one can mimic relative
binding affinities of Tamiflu to WT and mutants. From
this prospect, the OPLS-AA/L is a good example as it
provides large negative values of ΔGbind (Table 2) but
still maintains the general binding trend Y252HfWT
f N294S f H274Y observed in experiments.25 This
ranking is also supported by AMBER and CHARMM.

(2) In this paper the force field validity is justified by contrast
of simulation results against the experiments. However,
one has to be also careful in interpretation of experi-
mental data because the same group may provide
different values of ΔGbind for the same system.64,65

(3) For the first time we have theoretically studied the
response of mutant Y252H to Tamiflu. In agreement
with the experiments,25 all four force fields support that
its binding susceptibility is higher than WT (Tables 1�4).
Qualitatively, the notable departure from the experi-
ments has been obtained using the GROMOS96 force
field (Table 1). This may be due to short comings of
either the united-atom approximation or the MM-PBSA
approach. It would be interesting to check if other
methods change our conclusion. This question is left
for further investigation.

(4) The binding free energies depend not only on force fields
but also on computational methods (Figure 4). For
example, using the same AMBER99SB but MM-PBSA30

and FEP33 gives different values for ΔGbind. In addition,
even employing the same method and model, the dis-
crepancy occurs among different groups (Figure 4)
pointing to importance of the equilibration problem.

(5) We have performed the simulations at the normal density
of water of 1 kg/L. An interesting question emerges, how
does water density influence the unbinding free energy.
As mentioned in the previous papers,61,66 water mol-
ecules weaken HBs between the ligand and the receptor.
As a result, the binding affinity is expected to fall with an
increase of the water density. To explicitly show this we
have calculated the binding free energy ΔGbind in the
absence of water using the AMBER99SB force field. For
this case we have ΔGbind ≈ �41.9 kcal/mol, which is
much lower than ΔGbind ≈ �13.91 kcal/mol obtained
for the normal TIP3P water concentration of 1 kg/1 L
(Table 3).

(6) Recently, it has been shown61,67,68 that the steered
molecular dynamics (SMD) approach69,70 is a promis-
ing tool for drug design. In this approach the ligand is
pulled from the binding pocket, and its binding affinity is
defined by the maximum force in the force�extension
profile. The predictive power of SMD is comparable
with that of MM-PBSA, but in terms of computational
effort, it is much less expensive. Therefore it would be
very appealing to apply this method to explore differ-
ences between force fields in the description of ligand
binding properties.

’ASSOCIATED CONTENT

bS Supporting Information. Additional figures including
the detailed description of Tamiflu charges extracted from HF

and B3LYP theoretical models, the initial structure for MD
simulation, the time dependence of the number of HBs between
Oseltamivir and receptors, and typical snapshots of HB networks
are presented. Four tables on names and types of atoms and ESP
charges used in simulation of Tamiflu by four force fields are
provided. This material is available free of charge via the Internet
at http://pubs.acs.org.
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