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Abstract The aim of this study is to use steered molecular dynamics to investigate the
dissociation process between IRK and PTP1Bs for wild type and five mutants (consisting of
p.D181E, p.D181A, p.Q262A, p.D181A-Y46F, and p.D181A-Q262A). The gained results are
observed not only the unbinding mechanism of IRK-PTP1B complexes came from pulling
force profile, number of hydrogen bonds, and interaction energy between IRK and PTP1Bs but
also described PTP1B’s point mutations could variably change its binding affinity towards
IRK. Additionally, the binding free energy calculated by Molecular Mechanics/Poisson-
Boltzmann Surface Area (MM-PBSA) is also revealed that electrostatic energy and polar
solvation energy mainly made up the binding free energy of PTP1B-IRK complexes.

Keywords SMD . IRK-PTP1Bs .MM-PBSA . Binding free energy

Introduction

Insulin resistance is characterized as attenuation of insulin action at the early step in signaling
pathway [1]. Insulin action initiates at the insulin receptor (IR), a member of the receptor
tyrosine kinase (RTK) family. IR consists of two extracellular α-subunits containing the
insulin-binding sites and two transmembrane β-subunits possessing cytoplasmic tyrosine
kinase domains, which form a disulfide-linked α2β2 glycoprotein. The binding of insulin to
the α chains induces structural changes within the receptor, resulting in ATP binding to
intracellular components of the β subunit, whereby it facilitates auto-phosphorylation of
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specific tyrosine residues, Tyr1158, Tyr1162, and Tyr1163, in the insulin receptor kinase (IRK)
domain of the β chains. This triggers phosphorylation of insulin receptor substrates (IRS) that
can then bind to other molecules to mediate the effects of insulin on cellular metabolism,
growth, and glucose homeostasis [2–5]. The auto-phosphorylation and the activation of IRK
play a crucial role in the transduction of most of the biological effects of insulin. Accordingly,
crystal structures of IRK are determined in different states and in complex with substrates
[6–8]. In the inactive, un-phosphorylated state, Tyr1162 serves as a Bpseudosubstrate^ which
binds to the kinase active site, forming hydrogen bonds with Asp1132 and Arg1136 in the
catalytic loop while residues in 1150DFG motif of the activation loop occlude the ATP binding
site in a form of an auto-inhibitory configuration [4, 7]. Upon insulin’s binding to the IR, auto-
phosphorylation of Tyr1158, Tyr1162, and Tyr1163 in the IRK domain causes a conforma-
tional change in the activation loop for the binding of ATP and protein substrates, thereby
positioning residues, which is essential for catalysis [7].

The activated IR is regulated by dephosphorylation activity of several protein tyrosine
phosphatases (PTPs). Among these PTPs, PTP1B is a prototypical protein and a highly
specific negative regulator of the IR [9, 10]. Furthermore, prior animal studies revealed that
elevated PTP1B activity and level could contribute to impaired glucose tolerance and insulin
resistance in type 2 diabetes (T2D) while the lack of PTP1B gene could enhance insulin
sensitivity [11–14]. Suppression of PTP1B to maintain the IRK in the active form may
therefore be a potential strategy to treat T2D patients with insulin resistance. However, because
PTP1B is involved in numerous signaling pathways, inhibition of IRK-PTP1B interaction is
considered as an alternative strategy that has garnered much more attention of many re-
searchers [15, 16].

Using in vitro methods like glutathione S-transferase fusion protein and scintillation
proximity assay designed by Wang et al., previous studies revealed that PTP1B bound through
its catalytic site to phosphorylated IR at phosphotyrosine residues [15, 17]. The specific
interaction of PTP1B in a complex with mono-, bis-, and tris-phophorylated peptides derived
from the activation segment sequence of the IR is also investigated by crystallographic and
kinetic studies. The IRK peptides bind to the catalytic site of PTP1B; in which, the
phosphotyrosine pTyr1162 interacts with residues of the PTP loop while pTyr1163 is located
within a neighboring pTyr recognition site. Interestingly, the affinity of tandem pTyr-
containing peptides for PTP1B is 70-fold greater than that of mono-pTyr peptides, indicating
the importance of adjacent pTyr residues in PTP1B-IRK complex formation. Furthermore,
from the structural data, the WPD loop (residues 179–185) undergoes a conformational change
to cover the active site, creating a tight binding pocket for the substrate, representing a
Bclosed^ conformation upon substrate binding [18]. To analyze further the binding of IRK
and PTP1B, the crystal structure at 2.3-Å resolution of a trapping mutant of the PTP1B
catalytic domain and tris-(pTyr1158, pTyr1162, pTyr1163) phosphorylated IRK was deter-
mined. The striking feature of this structure was that instead of binding to a phosphotyrosine in
the IRK activation loop, PTP1B targeted to the opposite side of the kinase domain through the
key interaction Tyr152 and Tyr153 of PTP1B with the β2-β3 loop of IRK [6]. Although the
crystal structure of the IRK-PTP1B complex was solved, it has remained unknown whether it
is a stable conformation in physiological condition or just a non-catalytic binding mode due to
impacts of ammonium sulfate in crystallization medium.

In recent studies, the effects of some PTP1B’s mutations on substrate-binding characteris-
tics of PTP1B have been reported. Some studies have mentioned that the PTP1B harboring
p.D181E and p.D181A point mutations could exhibit a better binding affinity towards its
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substrates. This can be attributed to D181 point mutations’ ability to modify the nature of
interactions between PTP1B binding site and PTP1B substrates, leading to an increase in
binding affinity. More studies on the impact of D181 mutations are needed, but so far, the lack
of X-ray crystal structures of D181 mutants has impeded further relevant studies [19, 20]. In an
effort to investigate the effect of another mutation (p.Y46F) on the substrate trapping efficiency
of classical PTP1B-D181A, Boubekeur S. et al. found that the double mutant PTP1B-D181A-
Y46F could trap substrates more efficiently and precipitate a considerably higher amount of
tyrosine-phosphorylated proteins than typical, commonly used D181A single mutant. Com-
parison between basal bioluminescence resonance energy transfer (BRET) and insulin-induced
BRET signals in cells transfected with either PTP1B-D181A or PTP1B-D181A-Y46F showed
that basal BRET was much higher in cells expressing PTP1B-D181A-Y46F while insulin-
stimulated BRET dropped significantly with the Y46F mutant [21]. In another study, Xie L.
et al. successfully generated PTP1B-D181A-Q262A which displayed more reduced catalytic
activity and possessed further improved substrate-binding affinity than PTP1B-D181A. More-
over, PTP1B-D181A-Q262A could trap several new, less abundant tyrosine-phosphorylated
proteins missed by PTP1B-D181A [22]. Basically, previous studies confirmed that PTP1B’s
point mutations (D181A, Y46F, and Q262A) played a crucial role in the binding mechanism of
PTP1B-substrate complexes.

In this regard, we investigated the differences in kinetic and thermodynamic properties
among IRK-PTP1Bs complexes (wild type and mutant forms) by use of the steered molecular
dynamics. Also in this contribution, the free energies of IRK binding to wild-type and mutant
PTP1Bs calculated by MM-PBSA are also presented in detail.

Materials and Methods

Materials

The 3D structure of wild-type PTP1B in complex with IRK was taken from the Protein Data
Bank (PDB code 2B4S) [6]. Using the crystal structure of PTP1B, its mutants (p.D181E,
p.D181A, p.Q262A, p.D181A-Y46F, and p.D181A-Q262A) were built via the mutagenesis
tool integrated in visual molecular dynamics (VMD) [23]. These complexes’ energies were
minimized through 500,000 steps of steepest descent energy minimization followed by the
classical atomistic molecular dynamic simulations using GROMACS 4.6.3 package [24].
Following the energy minimization process, 100 ps of position-restrained MD simulations
was implemented to make water molecules enter the active site and the simulations started at
0 K and was heated up to 300 K over 500 ps. To make sure that the complex was stable, the
system was equilibrated for 500 ps at 300 K in the NVT ensemble run with the Berendsen
procedure [25]; and subsequently in 1000-ps NPT ensemble run at the pressure of 1 bar by use
of the Parrinello-Rahman pressure coupling [26]. Finally, the dynamically equilibrated mutant
structures were chosen before entering the steered molecular dynamic simulations.

Steered Molecular Dynamics

The steered molecular dynamics simulations of IRK-PTP1Bs complexes were performed with
GROMOS 53A6 force field [27]. The IRK-PTP1Bs complexes were placed in a triclinic box
of 10 nm × 8 nm × 16 nm to have enough space containing the IRK-PTP1Bs complex and pull
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the IRK from the binding site of PTP1Bs in accordance with z-dimension, contained 39,501
SPC water molecules (Fig. 1) [28]. The three-dimensional coordinates of the center of the
complex were 5, 4, and 5 nm. The complexes were immersed in a salt solution with a given
concentration of 0.10 M of sodium and chloride, then sodium or chloride was added to
neutralize the total charge of the proteins. The leap-frog algorithm [29] was used to integrate
the equations of motion with the time step set to 2 femtosecond (fs). All chemical bonds within
the protein were constrained using the Linear Constrain Solver (LINCS) algorithm [30]. The
particle mesh Ewald truncation method [31] was used to treat the long-range electrostatic
interactions. Avan der Waals cutoff of 1.4 nm was used to depict non-bonded interactions. The
non-bonded interaction pair-list was updated every 10 fs, using a cutoff of 1 nm. Although a
virtual cantilever moving at the constant velocity v along the biggest z-axis of simulation box,
the pulling force was applied to IRK’s farthest peripheral atoms in the z-direction (Fig. 1).
During the simulations, the spring constant k value was chosen as 600 kJ/(mol.nm2) (approx-
imately 1020 pN/nm). The disruption of hydrogen bonds between IRK and PTP1Bs is caused
by the pulling force to move IRK. This total force could be measured by F = k × (vt − x), in
which x accounted for the average shift of protein atoms from their initial locations. The
complete disengagement of IRK from PTP1B’s catalytic site was obtained through 1000-ps
simulations with pulling velocity ranged by 19 values of v = 0.001, 0.0015, 0.002, 0.0025,
0.003, 0.0035, 0.004, 0.0045, 0.005, 0.0055, 0.006, 0.0065, 0.007, 0.0075, 0.008, 0.0085,
0.009, 0.0095, and 0.01 nm/ps. Then, the gained data from steered molecular dynamics (SMD)
simulations are presented as the ensemble averaged results of 19 different simulation systems
for each configuration.

Binding Free Energy Calculation Using MM-PBSA

We conducted atomistic MD simulations for 6 IRK-PTP1Bs complexes and used the Molec-
ular Mechanics/Poisson-Boltzmann Surface Area (MM-PBSA) method [32–35] to calculate
the binding free energies between IRK and PTP1Bs. Subsequently, snapshots of the simulation

Fig. 1 Illustration of the IRK-PTP1B complex for SMD simulation
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systems upon reaching dynamic equilibrium were used for binding free energy calculations.
The MM-PBSA method was defined as follows:

ΔGbind ¼ ΔEelec þΔEvdW þΔGsur þΔGPB−TΔS ð1Þ
Here, theΔEelec andΔEvdW were contributions from electrostatic and van der Waals (vdW)

interactions. The GPB was polar solvation energy determined by the continuum solvent
approximation [36], which was the change of electrostatic interaction by transferring solute
in a continuum medium from a low solute dielectric constant (ε = 2) to a higher one with water
without salt (ε = 78.45).

The Gsur was non-polar solvation energy, which was approximated as linearly dependent on
the solvent accessible method [37] in the APBS package [38]:

Gsur ¼ γSASAþ β ð2Þ
With γ = 0.0072 (kcal/mol) Å2 and β = 0.
The entropy contribution (TΔS) was estimated from the average of 14 snapshots randomly

collected from the last 7 ns of equilibrium MD trajectories. The simulation structures were
minimized with no cutoff for non-bonded interactions by using the conjugate gradient and low
memory Broyden-Fletcher-Goldfarb-Shanno method [39] until the maximum force was small-
er than 10−6 kJ/(mol.nm). The conformational entropy of the solute S was estimated by normal
mode analysis by diagonalizing the mass-weighted Hessian matrix [40]:

S ¼ −R ln 1−e
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Here, S was the vibrational entropy, ћ was Plank’s constant, υ0 was the frequency of the
normal mode, kB was the Boltzmann constant, Twas 300 K, and NAwas Avogadro’s number.
We used the snapshots collected in the equilibrium of each system to calculate other terms of
binding free energy.

Results and Discussion

To investigate the binding affinity and the impact of mutated residues in PTP1B structures
through the interactions between IRK and PTP1Bs, the SMD simulation was used to probe the
IRK-PTP1Bs complexes and pull the IRK away from the binding site of the PTP1Bs, whereby
essential energy components involved in the unbinding processes were predicted. Here, the
gained results will be presented as the ensemble averaged results of 19 different simulations for
each complex.

As shown in Fig. 2, the pulling force profile reflected how pulling force values varied
during the process of disengaging the IRK from the binding sites of the PTP1Bs. In detail, the
pulling forces between the IRK and PTP1Bs grew larger and gained maximum force (Fmax)
around 400 ps for the wild type and p.D181A and p.Q262A and p. D181A-Y46F, 450 ps for
p.D181E, and 500 ps for p.D181A-Q262A. At this point, the hydrogen bonds between the
IRK and PTP1Bs started to break, which markedly lessened the IRK’s affinity towards the
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PTP1Bs. In the period from 350 to 550 ps, there are seen declines in the pulling forces as the
number of hydrogen bonds continued to reduce and the IRK was slowly dissociated from
PTP1Bs. From 700 ps onwards, the pulling forces have tended to fluctuate steadily between
100 and 250 pN as the IRK completely moved out from the PTP1Bs.

Also from this figure, the complex of the IRK and p.D181A-Q262A PTP1B is shown that
its binding affinity is stronger than among the remaining complexes given with its largest
pulling force (Fmax ≈ 1115 pN), which is even larger than from that of p.D181A-PTP1B
(Fmax ≈ 951 pN) and is also noticeably larger than the pulling force obtained in the wild-type
PTP1B (Fmax ≈ 799 pN), p.Q262A-PTP1B (Fmax ≈ 710 pN), p.D181E-PTP1B (Fmax ≈ 674 pN),
and p.D181A-Y46F-PTP1B (F

max
≈ 509 pN). In addition, the peaks’ height in mutant cases is

significantly different, implying that the forces required to split the complexes of the IRK and
PTP1Bs mutants could be related to the break of hydrogen bonds between the IRK and
PTP1Bs as well as the effects of the mutated residues to their binding affinity. The differences
in magnitude of the pulling force along putative exit pathways among simulation complexes
suggested a possibility of differences in their unbinding mechanisms. Overall, the variation of
pulling force profiles among IRK-PTP1B complexes could attribute to the mutated residues at
the binding site of PTP1Bs, and the mutated points might have changed hydrogen bonding
network’s properties and energy components in the IRK-PTP1Bs complexes led to alter the
interactions between the IRK and PTP1Bs.

As seen from Fig. 3, the total number of hydrogen bonds (H-bonds) between the IRK and
PTP1Bs is illustrated as a function of simulation time for all of the IRK-PTP1B complexes.
Specifically, at the bound stage, the IRK interacted with PTP1Bs of the WT and p.Q262A and
p.D181A-Y46F by mean of the H-bonds are fluctuated between 6 and 9 H-bonds, while the
remaining complexes are established more than 12 H-bonds for the p.D181E and 15 H-bonds
for the p.D181A and p.D181A-Q262A. Here, the H-bonds are decreased according to
simulation time as the IRK is coming out from the binding pocket of the PTP1Bs. At the
unbound stage, the H-bonds are approached to 0 H-bonds after a time of 700 ps for WT,
around 750 ps for the p.Q262A and p.D181A, and around 900 ps for the p.D181A-Y46F and
p.D181A-Q262A, while the H-bonds of p.D181E are still fluctuated around 5 H-bonds at
1000 ps. This is clear that the IRK came out from the binding pocket of the PTB1Bs but could
still maintain some residual interactions with the PTP1Bs. In fact, at the rupture force values,

0 200 400 600 800 1000

Time (ps)

0

250

500

750

1000

1200

)
Np(

ecroF

WT
p.D181E
p.D181A
p.Q262A

p.D181A-Q262A
p.D181A-Y46F

Fig. 2 Pulling force profiles for interaction process between the IRK and PTP1B variants
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the H-bonds started to break as the IRK came out from the binding pocket of PTP1Bs, whereas
the length of the peak in pulling force profiles is accounting still in the H-bonds established
between IRK and PTP1Bs. Generally, the difference of the H-bonds established between IRK
and PTP1Bs reflected the diverse effects that PTP1B’s different point mutations imposed on
the binding modes between IRK and PTP1Bs, leading to the increase of the H-bonds between
IRK and PTP1Bs in the mutant variants. As a result, the contribution of the mutated residues
plays an important role for the changes of the unbinding mechanism of the mutant complexes;
this finding will be described more in detail in below parts.

To investigate the effect of mutated residues to the changes of binding affinity for the IRK-
PTP1Bs complexes, the H-bonds formed between the mutated residue and its surrounding
residues in the mutant variants are determined and compared with the H-bonds of the
corresponding residue in the WT structure (Fig. 4). In detail, the first for the p.D181A and
p.D181A-Y46F mutants, while the H-bonds of the mutated residue-Y46F are lost comparing
to the H-bonds of residue-Y46 in the WT (Fig. 4b), the H-bonds formed between the mutated
residue-D181A and its surrounding residues are increased in the p.D181A-Y46F and even
stronger than those in p.D181A mutant (Fig. 4a). Thus, the loss of H-bonds of the mutated
residue-Y46F and the increase of the H-bonds of the mutated residue-D181A for the p.D181A-
Y46F and p.D181A mutants are caused for changing of the binding affinity comparing with
the WT structure. The second for the p.D181A-Q262A and p.Q262A mutants, the archived
result is easy to see that the loss of H-bonds of the mutated residue-Q262A and the increase of
H-bonds of the mutated residue-D181Awith its surrounding residues are necessary conditions
to lead to the difference in unbinding mechanism in comparison to the WT structure. Finally,
for the p.D181E mutant, the H-bonds formed between the mutated residue-D181E and its
surrounding residues are larger than the H-bonds itself in the WT structure, even the H-bonds
formed around mutated residue-D181E are also much more in comparison to those of the
others. In summary, Asp 181 point mutations have tended to promote the increase of H-bonds
while Gln 262 and Tyr 46 point mutations have tend to loss the H-bonds, which is compared
with the gained results from the WT structure. As a result, the contribution of mutated residues
is pretty much in control of the difference of the unbinding mechanism and binding free energy
value of all the complexes, but it is not a decisive factor for the change of binding affinity
between the IRK and PTP1Bs.
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Fig. 3 The number of hydrogen bonds between the IRK and PTP1Bs of the complexes in relation to time
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Figure 5 displays the van der Waals energy, electrostatic energy, and non-bonded inter-
action energy of IRK-PTP1Bs complexes in relation to time. Among these complexes, it
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Fig. 4 The number of hydrogen bonds between mutated residues and its surrounding residues of mutant variants
in comparison with WT as a function of simulation time
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could be realized that there are noticeable differences in electrostatic energy and non-bonded
interaction energy while there are only slight differences in van der Waals energy. As non-
bonded interactions composed of van der Waals and electrostatic energies, we presumed that
the electrostatic energy for the IRK-PTP1B complexes accounts more for the differences in
non-bonded interaction energy than the van der Waals energy between the wild-type and the
mutant complexes. Moreover, the differences between graphic lines representing the interac-
tion energies and electrostatic energies are not significant. This helped to reaffirm that the

0 200 400 600 800 1000

0 200 400 600 800 1000

0 200 400 600 800 1000

Time (ps)

)lo
m/lack(

ygrene
noitcaretnI

)lo
m/lack(

ygrene
citatsortcelE

)lo
m/lack(

ygrene
Wdv

500

1000

1500

0

500

1000

1500

0

-100

-50

0

WT
p.D181E
p.D181A
p.Q262A

p.D181A-Q262A
p.D181A-Y46F

(a)

(b)

(c)

Fig. 5 Van der Waals energies, electrostatic energies, and interaction energies of IRK-PTP1Bs complexes in
relation to time
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electrostatic energy is mostly related to the interaction energy. In particular, at the beginning
of SMD simulation, the vdW energy (Fig.5a) of all complexes is fluctuated around −50 kcal/
mol for p.D181A-Y46F, around −65 kcal/mol for wild type and p.Q262A, around −75 kcal/
mol for p.D181E, and around −90 kcal/mol for p.D181A and p.D181A-Q262A. Then, the
vdW energies have come up to 0 kcal/mol after 500 ps for wild type and p.Q262A, after
600 ps for p.D181A and p.D181A-Y46F and p.D181A-Q262A, and is still not reaching to
0 kcal/mol at 1000 ps for p.D181E. The gained vdW value of p.D181E mutant has once
again explained why the total number of hydrogen bonds of p.D181E mutant is larger than
that of the others, although its pulling force profile is not outstanding. In contrast with the
vdW energy, the electrostatic energies (Fig. 4b) of all complexes are differed remarkably in
terms of maximum values and ranges. These energies exhibit an upward tendency in the
beginning of the simulations, and then decrease over time. Specifically, at 0 ps, the
electrostatic energies are fluctuated around 1150 kcal/mol for the wild type and p.Q262A
and p.D181A, and fluctuated between 375 and 625 kcal/mol for p.D181E and p.D181A-
Y46F and p.D181A-Q262A mutants. This difference perhaps is largely resulted from the fact
that point mutations on PTP1B could redistribute charges on the complexes. The electrostatic
energies of the p.D181A and p.Q262A mutants with positive charge of total charge 22 e and
23 lead to the emergence of repulsive interactions between IRK and mutant PTP1Bs, which
ultimately decreased the binding affinity of the complexes as well as the generation of a
much stronger binding than the other complexes (17 e for WT and p.D181A-Q262A, 19 e
for p.D181E, and 15 e for p.D181A-Y46F). As a result, this data implied that substantial
changes in the distribution of charge of the PTP1Bs generated significantly different results
in the electrostatic energy profile by affecting strong Coulomb interactions. Moreover, the
non-bonded interaction energy (Fig.5c) (sum of the vdW and electrostatic energies) also
confirmed that the contribution of the electrostatic energy has a more key role than the H-
bonds for the difference of the binding affinity between the WT and mutant variants.

The SMD, known as a method used to investigate unbinding process of a small molecule
(IRK) to a large molecule (PTP1B), is capable of predicting relative binding affinity but cannot
be used to calculate the absolute binding free energy. Overall, although the SMD method has
provided good correlation with experimental results [41], their predictions are not always
perfect. Therefore, the MM-PBSA method is then used to determine the binding free energies
as an effort to elucidate the contribution of energy components in the interactions between the
IRK and PTP1Bs. As seen in Table 1, the binding free energies are driven by electrostatic
interaction and polar solvation while the vdW interaction and apolar solvation and entropy are
directive, there is no significance for the differences of binding affinity between the IRK and
PTP1Bs for the wild type and mutants. In more detail, the electrostatic and polar solvation
energies vary substantially among complexes, which is ranged from −539.9 to −403.2 kcal/

Table 1 Binding free energies of IRK-PTP1Bs complexes determined using the MM-PBSA method (kcal/mol)

ΔEelec ΔEvdW ΔGsur ΔGPB −TΔS ΔGbind

Wild type −412.9 −48.9 −12.1 238.5 78.1 −157.3
p.D181E −423.4 −56.0 −9.7 280.1 71.6 −137.4
p.D181A −419.4 −84.4 −10.1 268.7 67.4 −177.8
p.Q262A −539.9 −89.8 −13.0 405.4 76.2 −161.1
p.D181A-Y46F −525.8 −50.5 −16.4 416.6 63.7 −112.4
p.D181A-Q262A −403.2 −83.2 −12.9 228.2 76.6 −194.5

Appl Biochem Biotechnol



mol for electrostatic energy values, and ranged from 228.2 to 416.6 kcal/mol for polar
solvation energy values. Moreover, almost, there is no considerable difference in the vdW
interaction, apolar solvation, and entropy values among complexes. This is confirmed that the
vdW energy and apolar solvation energy and entropy are not significantly contributed to the
difference of binding free energy. Clearly, the gained values are ranged from −89.8 to
−48.9 kcal/mol for the vdW energy, from −16.4 to −9.7 kcal/mol for the apolar solvation
energy, and from 63.7 to 78.1 kcal/mol for entropy. Overall, the vdW energy and apolar
solvation energy and entropy are distributed relatively equal among all complexes. Accord-
ingly, it can be inferred that the difference in binding free energy values can be greatly
attributed to the variations in the electrostatic energy and polar solvation energy values. This
also means that the contribution of mutated residues not only is dominant to form hydrogen
bonds but also depends on the electrostatic energy and polar solvation. In addition, Table 1 is
also realized that the binding free energy of p.D181A-Q262A (−194.5 kcal/mol) is smaller
than that of the other mutant complexes (−157.3, −137.4, −177.8, −161.1, and −112.4 kcal/
mol). These data have led to the fact that the IRK expected to yield a more stable complex with
the PTP1B-D181A-Q262A than with other PTP1Bs, and the additional Q262A mutation
rendered the PTP1B-D181A more efficient in trapping high- and low-abundant PTP1B
substrates. This finding agreed with the empirical results obtained from the study of Laiping
Xie et al. [22].

Conclusions

In this work, we investigated the unbinding mechanisms and binding free energy of the IRK to
PTP1B-substrates using the steered molecular dynamics and MM-PBSA method. The gained
results come up with several observations:

1. The binding affinity between the IRK and PTP1Bs not only depended on the hydrogen
bonds but also contributed from the strong electrostatic interactions of negatively charged
residues at the active site of the PTP1Bs structures. Additionally, the gained result also
confirmed that the electrostatic energy has a more important role than the vdW energy in
investigating the unbinding mechanism of IRK-PTP1Bs complexes by use of the SMD
simulation.

2. Point mutations in PTP1Bs are caused to lead to the changes in unbinding mechanisms
determined by the SMD simulation as well as the binding free energy calculated by the
MM-PBSA method for the IRK-PTP1Bs complexes. The MM-PBSA results revealed that
electrostatic energy and polar solvation energy play important roles in constituting the
binding free energy and are responsible for the difference in binding modes between IRK
and PTB1Bs.

3. The results obtained by the MM-PBSA method are well agreeing with the SMD results
and the prior publications. In recommendation, these complexes should be investigated for
further studies in vitro and in vivo researches.
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